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Abstract

Ice-wedge polygon troughs play an important role in controlling the hydrology of

low-relief polygonal tundra regions. Lateral surface flow is confined to troughs only,

but it is often neglected in model projections of permafrost thermal hydrology.

Recent field and modeling studies have shown that, after rain events, increases in

trough water levels are significantly more than the observed precipitation, highlight-

ing the role of lateral surface flow in the polygonal tundra. Therefore, understanding

how trough lateral surface flow can influence polygonal tundra thermal hydrology is

important, especially under projected changes in temperatures and rainfall in the

Arctic regions. Using an integrated cryohydrology model, this study presents plot-

scale end-of-century projections of ice-wedge polygon water budget components

and active layer thickness with and without trough lateral surface flow under the

Representative Concentration Pathway 8.5 scenario. Trough lateral surface flow is

incorporated through a newly developed empirical model, evaluated against field

measurements. The numerical scenario that includes trough lateral surface flow

simulates discharge (outflow from a polygon) and recharge (rain-induced inflow to a

polygon trough from upslope areas), while the scenario that does not include trough

lateral surface flow ignores recharge. The results show considerable reduction (about

100–150%) in evapotranspiration and discharge in rainy years in the scenarios

ignoring trough lateral surface flow, but less effect on soil water storage, in compari-

son with the scenario with trough lateral surface flow. In addition, the results demon-

strate long-term changes (�10–15 cm increase) in active layer thickness when

trough lateral surface flow is modeled. This study highlights the importance of includ-

ing lateral surface flow processes to better understand the long-term thermal and

hydrological changes in low-relief polygonal tundra regions under a changing climate.

K E YWORD S

lateral surface flow, permafrost polygonal tundra, projections, simulations, water budget
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1 | INTRODUCTION

Observed and projected warming in the Arctic regions is expected to

lead to permafrost degradation.2–6 Permafrost-affected soils occupy

approximately one-quarter of the Northern Hemisphere and store a

Copyright statement: This paper has been authored by UT-Battelle, LLC under contract no.

DE-AC05-00OR22725 with the U.S. Department of Energy. The United States Government

retains and the publisher, by accepting the article for publication, acknowledges that the

United States Government retains a nonexclusive, paid-up, irrevocable, worldwide license to

publish or reproduce the published form of this paper, or allow others to do so, for United

States Government purposes. The Department of Energy will provide public access to these

results of federally sponsored research in accordance with the DOE Public Access Plan

(http://energy.gov/downloads/doe-public-access-plan).

Received: 3 July 2021 Revised: 1 March 2022 Accepted: 8 March 2022

DOI: 10.1002/ppp.2145

214 © 2022 John Wiley & Sons, Ltd. Permafrost and Periglac Process. 2022;33:214–225.wileyonlinelibrary.com/journal/ppp

https://orcid.org/0000-0003-2781-7857
mailto:ajkhattak@gmail.com
mailto:ahmad.jan@noaa.gov
http://energy.gov/downloads/doe-public-access-plan
https://doi.org/10.1002/ppp.2145
http://wileyonlinelibrary.com/journal/ppp


significant amount of frozen organic carbon.7–12 These large carbon

stocks are vulnerable to climate-warming-induced permafrost loss

and, if decomposed, can be released to the atmosphere.13–15 Along

with warming, climate projections also suggest increases in summer

rainfall over the Arctic, though changes in precipitation are uncer-

tain.16–19 These changes in rainfall together with warming-induced

permafrost thaw have the potential to bring substantial hydrological

changes to Arctic tundra ecosystems.20–24 Hydrological changes in

those regions have significant implications for water budget

components,25,26 organic matter decomposition, and nutrient export

through surface and subsurface drainage,24,27,28 as well as permafrost

carbon feedback.10,23,24,29–32

Arctic polygonal tundra landscapes are characterized by a com-

plex mosaic of microtopographic features (center, rim, and trough).33–

36 These microtopographic features are attributed to subsurface ice

wedges, which are formed when frozen ground cracks due to thermal

contraction.37–39 These soil thermal contraction and freeze–thaw pro-

cesses over hundreds to thousands of years tessellate the surface into

polygonal patterns. Based on the microtopographic features, these

ice-wedge polygons are often classified as low-centered polygons

(raised rims and central depression), high-centered polygons

(an elevated center that slopes down to troughs), intermediate-

centered (slightly degraded low-centered polygon), and flat-centered

polygons.35,40–42 Ice-wedge polygons are widely distributed and can

be found in the regions of, for instance, northern Alaska, Siberia,

Canada, and Svalbard.40,43–45

Under a warming climate, geomorphic changes in ice-wedge poly-

gons, including a transition from low- to high-centered polygons, are

expected due to melting of massive wedges of ice beneath the tro-

ughs.46 This evolution of polygon degradation has the potential to

develop a well-established drainage network of troughs,47,48 which

could bring substantial thermal hydrological changes to the Arctic

regions.23,28,49,50 Thus, the role of the interconnected network of tro-

ughs in controlling surface hydrology in low-relief polygonal tundra

landscapes is important.

Numerous studies have shown the importance of micro-

topographic features in the polygonal landscapes with influence on

hydrological processes.33–35,41,48,51–58 The role of microtopography in

controlling subsurface vertical and horizontal water fluxes has been

reported in a recent conservative tracer field experiment.59 Helbig

et al.44 and Boike, Wille, and Abnizova60 in their field studies have

shown that the local hydrological conditions and the summer water

balance of the polygonal tundra are strongly influenced by the lateral

surface and subsurface flow. Recent field and modeling studies have

also reported that, after rain events, the increases in trough water

levels are considerably more than the observed rainfall.1,61,62 More-

over, during summer, water flow from polygon centers through the

thawed rims keeps the water table high in polygon troughs.1,44,63

These studies have highlighted that the dynamics of trough water

level: (a) determine the direction of the lateral flow from polygon cen-

ters to troughs and vice versa (intrapolygon lateral flow process), and

(b) depend heavily on the rain-induced lateral inflow from upslope

areas (interpolygon lateral flow process). However, simulating the role

of rain-induced trough lateral surface flow in models has not yet been

addressed.

To understand the impacts of projected changes in air tempera-

ture and precipitation on the thaw-induced transport of decomposed

organic matter, quantifying the role of lateral surface and subsurface

flow and the associated impacts on water budget components is a

prerequisite.26,44,60 In the polygonal tundra regions, downstream

transport of the decomposed nutrients such as carbon and nitrogen,

which has implications for stream/river biogeochemistry and water

quality,26,28,64 will be regulated by the drainage network of troughs.

Moreover, the antecedent soil moisture conditions will determine:

(a) the transport of surface energy fluxes to the permafrost table by

altering the soil thermal conductivity, and (b) the rate of the

decomposed carbon released as methane (anaerobic conditions) or

carbon dioxide (aerobic conditions).65

Trough lateral surface flow (hereafter referred to as lateral surface

flow; the inflow of water during rainfall events from upslope areas

into the polygon troughs) processes are typically neglected in model

projections of permafrost thermal hydrology (see, e.g,66). In that

study,66 the projections include small-scale transfer of water (among

microtopographic locations; center, rim, and trough) but larger scale

lateral flows are not modeled. However, due to the key role of the

interconnected network of troughs in controlling larger scale surface

hydrology, lateral surface flow is an important hydrological process in

the polygonal tundra. With rising temperatures and changing rainfall

patterns during the 21st century in the Arctic, it is essential to include

lateral surface flow processes in models to better understand future

hydrological changes in the polygonal tundra regions.

Although there has recently been significant progress in develop-

ing integrated cryohydrology models (fully coupled three-dimensional

models of permafrost surface and subsurface thermal hydrology),67–69

the design of numerical experiments is still strongly controlled by the

availability of field data, which serve as input for the models. The lack

of observed surface hydrological data in the high-latitude regions is a

major limiting factor in including lateral surface flow in models. While

ignoring lateral surface flow is a reasonable assumption under drier

conditions,26 models consistent with observations have shown that

modeling scenarios ignoring lateral surface flow failed to represent

measured trough water levels in wetter conditions.1 As a result,

models that do not account for lateral surface flow can result in

uncertainties in model evaluation in the current climate,1 and in ana-

lyzing projected impacts of climate change on the polygonal tundra

hydrology.

The objective of this work is to mechanistically investigate the

role of lateral surface flow in controlling ice-wedge polygons water

budget components (i.e., discharge, evapotranspiration, and soil water

storage) and active layer thickness (ALT; near-surface seasonally

thawed layer). Specifically, using modeling tools, the work evaluates

the hypothesis that lateral surface flow is an important process that

controls surface discharge, evapotranspiration, and long-term ALT in

polygonal tundra landscapes. The hydrology in permafrost-affected

soils is subject to a complex interplay of tightly coupled thermal and

hydrological processes on the surface and in the subsurface, soil
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heterogeneity, surface microtopography, and snow processes. Simula-

tions are essential tools to understand such a complex multiphysics

system. Here an integrated cyrohydrology model called Advanced

Terrestrial Simulator (ATS)67 is used to test the above-mentioned

hypothesis using a two-dimensional transect from a continuous

permafrost site located near Utqiaġvik, Alaska.

2 | METHODS

2.1 | Field site

Observations are taken from the field site of the Next Generation

Ecosystem Experiment (NGEE) Arctic project (https://ngee-arctic.ornl.

gov) at the Barrow Environmental Observatory (BEO) near Utqiaġvik

(formerly Barrow), Alaska (Figure 1). The BEO, a low-relief tundra

landscape, is characterized by patterned polygonal ground. The ice-

wedge polygons in these patterned grounds are formed due to soil

thermal contraction cracks and repeated freezing and thawing of the

ground over hundreds to thousands of years.37–39,46 These polygons

are typically classified into high-, low-, intermediate-, and flat-

centered polygons based on surface microtopography.35,40,42 The

observed water table at the microtopographic locations (white circles

in Figure 1c) and observed transect elevations (green solid line in

Figure 1c) came from the NGEE-Arctic study area C, a typical

intermediate-centered polygon region. ALT is about 40 (±10) cm at

site C. The soil stratigraphy consists of about 2–5 cm of live moss and

6–15 cm of peat overlying silty loam mineral layer and was measured

using core samples collected during a field campaign conducted by

the NGEE-Arctic field scientists (July 31 – August 3, 2012). In general,

permafrost thickness extends to a depth of about 400 m at Barrow.70

More details about the characteristics of the NGEE Arctic fields sites

and polygons are provided in Kumar et al.34

2.2 | Model domain

The model domain is a two-dimensional transect from an

intermediate-centered polygon in the NGEE-Arctic study area C at

the BEO, Alaska. The transect is highlighted with a green solid line in

Figure 1(c) and is about 12 m long (Figure 2a). The mesh is con-

structed in a pie wedge shape, assuming the ice-wedge polygon is

radially symmetric (Figure 2b). The bottom boundary of the domain is

flat at a depth of 45 m. A horizontal resolution of 25 cm and a variable

F IGURE 1 Next-generation ecosystem experiments—Arctic field sites at the Barrow environmental observatory. The ice-wedge polygon in
area C is outlined in black and the model area is shown by the green transect (c). White dots represent measured water table locations: C37
(trough), C39, and C40 (center). Data from well C37 were used for the evaluation of the empirical trough water table model. The digital elevation
model in (b) and (c) is derived from LiDAR measurements62 [Colour figure can be viewed at wileyonlinelibrary.com]
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vertical resolution is used to discretize the domain into 45 � 85 grid

cells. The vertical resolution ranges between 2 and 15 cm for the top

10-m domain. A coarse resolution (0.15–5 m) is used for the soil

deeper than 10 m. The subsurface is divided into four layers: (a) moss

(4 cm), (b) peat (6cm), (c) mineral soil, and (d) ice-rich material. To avoid

bottom boundary artifacts, the domain is extended to 45 m depth, but

the seasonal thermal signal from the surface does not penetrate

deeper than 10–15 m (figure S2 in71).

2.3 | Cryohydrology simulator

All modeling scenarios used version 1.0.0 of the ATS67 configured in

cryohydrology mode. The ATS is an integrated surface and subsurface

model. The cryohydrology configuration72 of the ATS couples surface

and subsurface thermal hydrology, surface energy balance, and snow

distribution modules. The subsurface thermal hydrology module sol-

ves a modified form of the Richards equation and energy equation for

variably saturated and frozen subsurface soil. The surface thermal

hydrology module solves a modified diffusion wave equation for flow

and energy. The surface energy balance module is forced with meteo-

rological data, and the snow distribution module uses a phenomeno-

logical model (model based on observations) that spatially distributes

incoming snow such that microtopographic depressions are filled first.

Thus, the ATS permafrost module is a collection of important physical

processes, such as lateral surface and subsurface flows, advective heat

transport, surface energy balance, cryosuction, and snow processes

(compaction, aging, and thermal conduction), needed for simulating

process-rich permafrost regions. ATS permafrost modeling capabilities

are described in detail in the literature.41,72–74 For field site C (model

area), ATS models were evaluated against observed water table, snow

depth, ALT, soil temperatures, and evapotranspiration in multiyear

simulations, which showed that the results are very consistent with

field observations.1

2.4 | Modeling scenarios

Modeling scenarios are categorized as (a) scenarios without lateral

surface flow, and (b) a scenario with lateral surface flow. The category

without lateral surface flow consists of two scenarios representing

discharge (outflow from the trough). The category with lateral surface

flow consists of a single scenario that models both discharge (outflow

from the polygon trough) and recharge (rain-induced inflow to the

polygon trough). That is, the three scenarios differ only in how lateral

surface flow is represented in the polygon trough. A schematic of

water flow lines in the polygon troughs (interpolygon lateral surface

flow) and a bidirectional flow between the polygon troughs and center

(intrapolygon lateral surface flow) is shown in Figure 3. The scenario

with lateral surface flow includes flow due to the white flow lines as

well as the black flow lines (single- and double-headed arrows),

whereas the scenarios without lateral surface flow do not account for

the white flow lines. For the purposes of discussion, the scenarios will

be referred to as zero-head and specified-head (without lateral sur-

face flow category) and dynamic-head (with lateral surface flow cate-

gory) and are summarized in Table 1. The reason for conducting two

scenarios in the category without lateral surface flow is to consider

extreme cases (boundary conditions) for the discharge. The zero-head

scenario represents a free-flow boundary condition (outflow from the

trough as water head goes above zero at the datum), and the

F IGURE 2 Mesh constructed from the
observed elevations at the microtopographic
locations (trough, rim, and center). (a) Illustration
of measured elevations (red asterisks), a spline fit
to the observed elevations (black solid line), and
spatial resolution (black dots). (b) Pie wedge model
for numerical experiments. (c) Side view of the pie
wedge model domain. A horizontal resolution of
25 cm and variable vertical resolution is used. The

mesh extends to 45 m depth below the trough
elevation but is truncated at a depth of �3.5 m
from the surface for visualization purposes
[Colour figure can be viewed at wileyonlinelibrary.
com]

JAN 217

http://wileyonlinelibrary.com
http://wileyonlinelibrary.com


specified-head represents a spill point at 20 cm height above the

datum (outflow occurs when head at the trough goes above 20 cm of

an otherwise closed boundary). It is important to mention that, in the

specified-head scenario, the spill point from the datum is set based on

the height change from the polygon trough to the rim, which is 20 cm.

The dynamic-head scenario, as its name implies, allows us to simulate

a dynamic head boundary condition. This boundary condition behaves

as discharge or recharge as the simulated water level goes above or

below the water level computed by the empirical model (Equation 2),

respectively. The zero-head and specified-head scenarios correspond

to the maximum and minimum discharge boundary conditions, respec-

tively. While such simplified representations of the lateral surface flow

processes are mostly considered in modeling studies,69 simulating dis-

charge and ignoring recharge makes the representation less realistic.1

For instance, the zero-head scenario ignores the trough inundation

process during the snowmelt period and rain-induced inflow in the

post-snowmelt period. Moreover, the specified-head scenario restricts

outflow until the trough water level reaches the rim height and

neglects the post-snowmelt rain-induced inflow to the polygon

trough. In contrast, the dynamic-head scenario is more realistic and

leads to an improved representation of lateral surface flow in the

polygon troughs.

2.5 | Boundary conditions and model inputs

The surface energy balance equation is subject to meteorological forc-

ing data (air temperature, rain precipitation, snow precipitation, rela-

tive humidity, wind speed, and incoming short- and longwave

radiation), which serves as the top-surface boundary conditions and

provides water/energy fluxes to the subsurface. The temperature at

the subsurface bottom boundary is set to �6�C (Romanovsky et al.,

2010), and no-flow boundary conditions are used on the vertical sides

and at the bottom of the subsurface. In addition to the meteorological

forcing data, other inputs to the ATS that are required include porosi-

ties, intrinsic permeabilities, soil structure, thermal conductivities,

water retention curves, and surface and subsurface thermal and

hydrological boundary conditions. The surface and subsurface param-

eters used in this work are consistent with those of Jan et al.,1 and are

provided in Supporting Information Table S1 for quick reference. The

surface flow system is subject to a Dirichlet boundary condition for

water head at the polygon trough as explained in subsection 2.4. Note

that atmospheric forcing is unchanged among scenarios.

F IGURE 3 Schematic illustrating water flow
lines in the ice-wedge polygon troughs. White
lines show the larger scale lateral surface flow
(interpolygon lateral surface flow). Outflow from
the polygon trough is indicated by the black
single-headed arrow. The black double-headed
arrow indicates a bidirectional flow between
polygon troughs and the center (intrapolygon
lateral surface flow). Dynamic-head scenario

(white and black lines); zero-head and specified-
head scenarios (black lines only). The model
domain (consistent with Figure 2c) is highlighted
in the black rectangle [Colour figure can be
viewed at wileyonlinelibrary.com]

TABLE 1 Description of the two categories and modeling
scenarios

Category Scenario Description

Without lateral

surface flow

Zero-head • No trough inundation

• Water freely moves out at

the trough

• Outflow (discharge) only

(black arrows in Figure 3)

• Trivial but relatively less

realistic

Specified-

head

• Maximum trough

inundation

• Water drains at the spill

point set at 20 cm height

• Outflow (discharge) only

(black arrows in Figure 3)

• Trivial but relatively less

realistic

With lateral surface

flow

Dynamic-

head

• Outflow (discharge)

• Inflow (recharge)

• Water inflow (white lines in

Figure 3) and outflow (black

lines in Figure 3) are

determined based on an

empirical function

• Nontrivial but relatively

more realistic
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2.6 | Trough lateral surface flow model

The total water budget (the amount of water in a system) can be com-

puted as follows:

Φ¼Φ0þP� ETþΔSþQð Þ ð1Þ

Here Φ is the total water budget, Φ0 is the initial water budget, P is

precipitation, ET is evapotranspiration, ΔS is the storage change, and

Q is the mass flux (discharge if positive and recharge if negative) that

depends on the trough water head hð Þ. In the zero-head and

specified-head scenarios, Q>0 if h>0 and h>20cm, and otherwise

zero, respectively. However, in the dynamic-head scenario, the flux

Q changes its sign based on the gradient between the simulated head

and the prescribed head provided by an empirical model (discussed

below). As mentioned earlier, the lateral surface flow in the trough is

incorporated through the dynamic-head boundary condition. To that

end, a simple empirical model is developed and is expressed mathe-

matically as

hiþ1 ¼hi�α tþPβ, t� Tiþ1, i≥0 ð2Þ

Here hi denotes the trough water head (m) at the start of a rain event

i, α is the trough flow rate (mday�1), and P denotes precipitation (m).

The trough water head, h0, on the first day of spring (the day when air

temperature goes above freezing) is set to 20 cm (height change from

the polygon trough to the rim) and is roughly consistent with field

observations. T represents the time interval between two consecutive

rainfall events on a daily timestep. The variable t (day) corresponds to

a day in the time interval T and resets at each rainfall event. The expo-

nent β≥0 depends on the water table height and controls discharge

(larger values generate more runoff).

Based on the observed microtopography of ice-wedge poly-

gons, obstructions exist in the polygon troughs and impact runoff

during rain events.41 When the trough water table is below the

height of obstruction, rainfall results in trough inundation before

initiating runoff. However, rainfall generates runoff when the

trough water table is at the height of obstructions. Here, the

height of obstructions is assumed to be 0.1 m, half of the rim

elevation (4.9 m above sea level) relative to the trough (4.7 m

above sea level). Similarly, the trough water level also impacts the

outflow rate (discharge). If troughs are inundated, most of the

rainwater goes out of the troughs without any restriction to flow

when rain occurs. Thus, when the trough water table is higher,

the lateral flow rate out of the trough (discharge) is higher and

vice versa.

The summer season is split into three hydrological periods: early-

snowmelt (air temperature fluctuates around 0�C), snowmelt, and

post-snowmelt. The parameters used in the empirical model

(Equation 2) for these three periods are summarized in Table 2. A rela-

tively low flow rate in the early-snowmelt period is used to account

for snow retardation effects on the trough outflow. Note that the

parameter p is always less than 1 (in meters).

Figure 3 compares the trough water table obtained using the

empirical model (Equation 2) with the observed water table for the

years 2012–2014. While the modeled data fit the observed data rea-

sonably well for the years 2013 and 2014, there is a mismatch

between the modeled and the observed data during the 2012 snow-

melt period (Figure 4a). This mismatch is due to an artifact in the

empirical model. The model only accounts for rain-induced inflow to

the polygon trough and ignores snowmelt-induced run-on (water

TABLE 2 Parameters used in the empirical model to simulate rain-
induced inflow in the dynamic-head scenario against observed water
levels in the polygon trough. Columns correspond to the three
hydrological periods in summer, and rows provide values used in the
empirical model for the corresponding period. The value 0.1 m in the
post-snowmelt column is half of the height change from the polygon
trough to the rim representing the height of trough obstructions

Early-
snowmelt Snowmelt

Post-snowmelt

h >0:1m h ≤0:1m

Flow rate α

(mm/day)]

1.0 5.0 5.0 2.0

Exponent β (—) 0.0 4.0 4.0 0.75

F IGURE 4 Observed and modeled water tables in the ice-wedge
polygon trough. The green dotted line is the trough elevation (datum),
blue lines are rain precipitation, and rows correspond to different
years. Gray shaded curves show the range (�3cmÞ of uncertainty in
the measured data.62 [Colour figure can be viewed at
wileyonlinelibrary.com]
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inflow to the trough from the polygon center and rim and/or from

other upslope troughs during the time of snowmelt). Due to a lack of

observed snowmelt-induced inflow data, the model assumes that the

trough water table decreases linearly during the snowmelt period until

rainfall occurs. This limitation can underpredict the observed water

table during the snowmelt period, for instance for the 2012 snowmelt

period (Figure 4a). While an explicit representation of snowmelt-

induced inflow can improve the empirical model, results on an annual

basis might not vary considerably. The observed water level dataset is

publicly available at the NGEE Arctic data portal.62

2.7 | Meteorological forcing data and model
initialization

The historical atmospheric data were obtained from Daymet. Daymet

provides daily 1 � 1-km gridded surface data.75 The projected

100-year linear trend was derived from the Community Earth System

Model (CESM) forced with the Representative Concentration Path-

way 8.5 (RCP 8.5) emission scenario.76 The CESM 100-year linear

trend is combined with the detrended Daymet data (1985–2015),

looping over this period, to obtain daily 100-year projected meteoro-

logical data. An empirical model is used to estimate the incoming

longwave radiation, details of which can be found in Atchley et al.73

The model is spun-up in a multistep procedure: (a) run 1D inte-

grated surface and subsurface simulations, initialized from a 1D frozen

column with ice-table close to the surface, using the Daymet forcing

data from 1985 repeated 100 times to obtain a cyclical steady-state;

(b) map the resulting 1D column to the 2D model domain; and

(c) Perform integrated surface and subsurface simulation on the 2D

model forced by the Daymet meteorological data from 1986 to 2006

to complete the spin-up process.

3 | RESULTS

The results are discussed from the perspective of hydrological budget

components and the long-term ALT in the two categories. For the

sake of illustration, time series are smoothed with a 5-year moving

average. The mean annual air temperature and mean annual precipita-

tion (snow and rain) are shown in Figure 5(a, b) (solid lines) with dot-

ted lines representing the corresponding linear trends.

3.1 | Discharge

Figure 5(c) illustrates a time series of the mean annual discharge simu-

lated in the three scenarios. Recharge in the dynamic-head scenario is

shown by the red solid line (negative Q; below the zero line) in

Figure 5(c). The results indicate that the scenarios ignoring lateral sur-

face flow underestimated discharge as compared to the scenario with

lateral surface flow (dynamic-head scenario). As expected, a strong

correlation between fluctuations in discharge and rainfall in the

dynamic-head scenario was observed. In contrast, even in high-rainfall

summers, the rainfall–runoff response is minimal towards the end of

the century in the scenarios without lateral surface flow. Moreover,

irrespective of the numerical scenario, the results show a downward

decreasing trend in discharge, and higher early- to midcentury peaks

disappeared even for an increasing trend in summer precipitation

(Figure 5b and c). This decrease can be explained by the decreasing

trend in snow precipitation over the century (gray dotted line in

Figure 5b), which strongly affects runoff during the snowmelt period.

A time series of annual precipitation (rain and snow) and discharge in

early summer (from the first spring day to June 30) and late snowmelt

period (July 1 to the first day of fall freeze-up) are shown in the

Supporting Information (Figure S1). Recharge (inflow of water to the

polygon trough) shows an increasing trend (negative Q in Figure 5c).

However, the interannual variations are not as significant as the varia-

tions in discharge. For instance, rain precipitation is about 290 and

150 mm in the years 2094 and 2100, respectively, while recharge is

F IGURE 5 Illustrations of the time series of (a) mean annual air
temperature (solid line) and a linear trend (dotted line), and (b) mean
annual rain and snow precipitations (solid lines) with linear trends
(dotted lines). Shown is the simulated: (c) discharge (Q > 0) and
recharge (Q < 0), (d) evapotranspiration (ET), and (e) active layer

normalized soil moisture content in the three scenarios. The colors are
consistent among panels (c, d, and e). Solid lines (c, d, and e)
correspond to the modeling scenarios and dotted lines represent the
corresponding linear trends. In (c) the solid red curve above (and
below) the zero line (grey) represents discharge (and recharge) in the
dynamic-head scenario [Colour figure can be viewed at
wileyonlinelibrary.com]
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about 200 mm in both years. This is not unexpected because recharge

depends strongly on the trough water table before rainfall events.

When the trough water table is higher, most of the rainwater goes

out of the trough without impacting the recharge.

The height of the spill point in the specified-head scenario caused

up to a 100% reduction in the discharge. The spill point is set at

20 cm height above the datum, which allows maximum trough inunda-

tion before initiating discharge, thereby causing minimum discharge to

occur. During the snowmelt period, as expected, the zero-head sce-

nario generated more discharge than the specified-head scenario, but

the maximum discharge was generated in the dynamic-head scenario

(Supporting Information Figure S1b). It is worth mentioning that this

enhanced discharge in the dynamic-head scenario is not linked to per-

mafrost thaw, as the rate of permafrost loss is roughly similar in all

scenarios (Figure S4) except for the post-2090 period. Also, the end

of the winter snowpack depth is unchanged among scenarios. Thus,

the enhanced discharge in the early summer period in the dynamic-

head scenario is the consequence of water inflow to polygon troughs

from upslope areas. For instance, the inflow of water to polygon tro-

ughs before rainfall keeps the trough inundated and the active layer

saturated to some extent, and as rainfall occurs, runoff dominates

infiltration due to the limited water storage capacity of the active

layer. The active layer is shallow during the early summer period and,

if wetter, then even low-intensity rainfall events can generate runoff.

3.2 | Evapotranspiration

To examine the influence of lateral surface flow on evapotranspiration

(ET), time series plots of ET for the three scenarios are shown in

Figure 5(d). While ET exhibits an increasing trend (dashed lines in

Figure 5d) for all modeling scenarios, the rate of increase in the

dynamic-head scenario is considerably higher than that in the other

scenarios. For instance, in the dynamic-head scenario, ET increased

from 150 to 400 mm (�150% increase) in the period 2080–2100.

However, in the scenario without lateral surface flow, the increase in

ET is about 50% during the same period. It is interesting to note that

the inflow during this period showed no significant variations and is

�100 mm. The decrease in ET around 2050 and 2080 is due to the

sudden drop in the annual average air temperature and the reduction

in recharge (Figure 5b and c). Note that the reduction in recharge

(solid red line below the zero line in Figure 5c) by 50% during the

periods around 2050 and 2080 is the combined effect of the changes

in rainfall and height of the trough water table before the rain events.

Supporting Information Figure S2 shows that all microtopographic

locations (trough, rim, and center) contributed to the increase in ET,

but there is significant spatial heterogeneity in ET that is consistent

with previous modeling and experimental studies.1,77,78 The increases

in ET are associated with higher air temperatures, increased sublima-

tion (direct evaporation from snow during winter), and increases in

summer rainfall over the course of the century. No significant differ-

ences in ET were found in the specified-head and dynamic-head sce-

narios for drier years due to no substantial variations in the net lateral

water fluxes, although the zero-head scenario underestimated ET

throughout the study period.

3.3 | Soil water storage

To analyze changes in soil water storage, time series plots of the

active layer soil moisture content are shown in Figure 5(e). The soil

moisture content is averaged over the summer period and normalized

by the initial soil moisture content in the summer of 2006. While the

projected active layer is about three times wetter than the active layer

in the current climate, the rate of increase is fairly uniform among

scenarios. The increase in active layer moisture content is due to the

permafrost thaw as this increase is consistent with the decrease in

permafrost loss and the increase in ALT. While relatively wetter con-

ditions were expected in the dynamic-head scenario due to the addi-

tion of extra water to the system, the inflow of water before rainfall

events kept the water table higher, which resulted in reduced infiltra-

tion during rainfall events. That is, the inflow of water in the dynamic-

head scenario contributed to soil water storage, and precipitation is

mainly partitioned between discharge and ET. In the scenarios with-

out lateral surface flow, rainfall events contributed more to soil water

storage than to ET and discharge. Thereby, the net effect on soil

water storage in all scenarios is similar (Supporting Information

Figure S3).

3.4 | Active layer thickness

The depth of the active layer, at the trough location, by the end of the

study period (the year 2100) for the three scenarios is shown in

Figure 6. ALT showed an increase from 45 cm to 155, 148, and

162 cm in the zero-head, specified-head, and dynamic-head scenarios,

respectively. This variability shows the long-term effect of lateral

F IGURE 6 Illustration of the active layer thickness at the trough
location in the three scenarios for the year 2100 [Colour figure can be
viewed at wileyonlinelibrary.com]
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surface flow on ALT in polygonal tundra regions. Supporting Informa-

tion Figure S4 illustrates time series plots of the maximum thaw

depth, 5-year moving average, at the three microtopographic loca-

tions (trough, rim, and center). The maximum thaw depth varies by

microtopographic location of the ice-wedge polygon, illustrating spa-

tial heterogeneity in ALT. However, ALT at the polygon rim and center

locations showed less sensitivity to the surface lateral flow in contrast

to trough ALT. It is also important to note that, during the period

2040–2090, the trough active layer in the dynamic-head scenario is

slightly deeper as compared to the other two scenarios, but the differ-

ence is not significant enough to impact hydrological components,

especially soil moisture.

4 | SUMMARY AND DISCUSSION

The main objective of this work was to quantify the role of lateral sur-

face flow (rain-induced inflow to polygon troughs from upslope areas)

on the thermal hydrology of low-relief polygonal tundra regions. The

work was motivated by recent field and modeling studies which have

shown that the increases in trough water levels are more than the

observed rain precipitation. This suggests that rain precipitation alone

is not sufficient to explain trough hydrology, which highlights the

important role of lateral surface flow in polygonal tundra land-

scapes.1,44,61,63 Plot-scale simulations were performed, using a two-

dimensional transect, to study the long-term impact of lateral surface

flow on the ice-wedge polygon water budget components and ALT

under the RCP 8.5 scenario. Although, several field studies have

observed lateral flow from polygon centers to troughs through

thawed rims and vice versa,1,44,59,62,63 to the best of my knowledge,

this is the first attempt to investigate the role of larger scale lateral

surface flow in plot-scale model projections on low-relief permafrost

thermal hydrology.

The results showed that lateral surface flow has a modest effect

on subsurface water storage and short-term ALT. While the results

illustrate an increase in the projected moisture content in the active

layer under the RCP 8.5 warming climate, the rate of increase is fairly

uniform in all scenarios (Supporting Information Figure S3). The pres-

ence of impermeable continuous permafrost soil limits the storage

and subsurface flow to the active layer,69,79–81 which strongly impacts

the storage capacity of permafrost-affected soils. The variations in

ALT among scenarios are not significant apart from for the post-2090

period. This is not unexpected as some of the most dominant factors,

such as air temperature, snow precipitation, and soil stratigraphy,82–84

that control ALT are unchanged among the scenarios. The similar

trends in ALT directly influenced the subsurface water storage capac-

ity in all scenarios. It is important to mention that the rate of active

layer deepening increased rapidly towards the end of the century in

the dynamic-head scenario (Figure S4). This reflects the long-term

influence of lateral surface flow on ALT, and especially on the thaw

depth in the polygon trough, which has significant implications for

polygon subsidence. Studies have reported that, under a warming cli-

mate, ice-wedge polygons are expected to transition from low- to

high-centered due to the melting of massive ice wedges beneath the

troughs.35,46,47,57,85 This evolution of polygon degradation has the

potential to develop a well-established drainage network of troughs,48

which has implications for trough hydrology, polygon water budget

components, and downstream nutrient export.36 While studies have

shown a strong correlation between air temperature and summer

thaw depth,20,46,79,86,87 the changes in thaw depth found here are

due to lateral surface flow as air temperatures are unchanged among

the scenarios.

Among the hydrological budget components, changes in ET are

more pronounced than changes in the other components in the three

scenarios. Due to no significant variations in the net lateral water

fluxes, no major changes in ET were found among scenarios for drier

years (mean annual precipitation less than the average). However, in

wetter years, ET almost doubled in the dynamic-head scenario. For

most of the years, annual average ET exceeds total precipitation,

which is consistent with observations in the polygonal tundra.44 While

higher air temperatures are expected to increase potential ET

(Andresen et al, 2020), the availability of water in the active layer will

determine the actual ET. The representation of trough hydrology in

models can strongly impact the actual ET. For instance, the zero-head

scenario resulted in reduced projected ET in comparison to the

specified-head scenario. This is due to the partitioning of rainfall and

snowmelt water into lateral outflow (i.e., discharge) and vertical flow

(i.e., infiltration and ET). Ignoring restrictions to flow in the troughs,

such as the zero-head scenario, led to enhanced lateral outflow from

the trough, which negatively impacted ET. In contrast, considerable

restrictions to flow, such as the high spill point in the specified-head

scenario, can significantly diminish outflow and intensify ET. This is

consistent with field and modeling studies for permafrost

regions.1,77,89 In the dynamic-head scenario, accounting for rain-

induced inflow and modeling the hydrodynamics of polygon troughs

resulted in enhanced discharge during the snowmelt period and

increased ET. This enhanced discharge has implications for the trans-

port of dissolved organic matter.24,28,88 The three microtopographic

experienced considerable evaporative cooling (heat loss to the atmo-

sphere through evaporation) (see Supporting Information Figure S2).

The importance of evaporative cooling, an important nonconductive

heat flux, in cooling soil has been reported in previous studies (see,

e.g.,6,89–91). The results of this study show wetter soil conditions,

enhanced ET, and reduced discharge by the end of the century under

the RCP 8.5 scenario. In conclusion, the present study highlights the

importance of modeling lateral surface flow in simulations for reliable

long-term projections of water budget components and ALT in the

polygonal tundra.

Although the results are limited to an intermediate-centered poly-

gon with static microtopography, the insights provided here will help

to advance the current and future understanding of permafrost ther-

mal and hydrological processes in low-gradient polygonal tundra

regions. Further research considering dynamic microtopography, and

thaw-induced subsidence of raised rims, for the evolution of ice-

wedge polygons are needed to better understand the impact of lateral

surface flow processes on the thermal hydrology of polygonal tundra.
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However, this will require additional observational hydrological data

for different types of polygons across a watershed and for a longer

period to capture different hydrological conditions.
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